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ABSTRACT

Pediatric readmissions are highly costly and emotionally challenging to the family and healthcare
system, and there is, therefore, a significant need for accurate predictors. Traditional statistical
methods lack scalability and precision that can be accurate and resource-efficient in real-world
applications. The paper investigates whether Al-processed cloud computing can predict pediatric
readmission by using decision trees, gradient boosting, or AutoML. Leveraging cloud-based
machine learning platforms, real-world pediatric health data undergoes the procedures of
normalization, missing value imputation, and feature engineering. The model will be optimized
with real-time prediction capabilities with scaling and efficiency for performance. With accuracy
of 88%, precision of 85%, recall of 83%, F1-score of 84%, and AUC at 92%, evaluation metrics
validate that the model of Al power prevails over human models. The combination of several
machine learning techniques increases predictive accuracy without losing interpretability, thus
making the model usable for non-technical healthcare professionals. This approach, thereby
enhancing hospital resource optimization and patient outcomes through proactive decision-
making. Next steps would revolve around enhancing datasets, incorporating genomic
information, and then further improving the Al algorithms in order to enhance prediction even
further. A cloud-based Al represents a paradigm shift for pediatric care. Real-time, scalable, and
accurate readmission predictions for improved clinical decision making have been possible
through this approach.

Keywords: Pediatric readmissions, Al-powered cloud computing, machine learning, Decision
Trees, Gradient Boosting, AutoML, healthcare analytics, predictive modeling, feature
engineering, hospital management, cloud-based Al, healthcare data, patient outcomes, automated
ML, model optimization.

1. INTRODUCTION
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Pediatric readmission is described as an unplanned hospital admission within a given time frame
following discharge. One of the critical indicators of health care quality and cost efficiency, these
signify potential gaps in care delivery, along with significant emotional and financial burdens for
families and health care systems as a whole. Shin et al. (2018) applied machine learning to
predict pediatric asthma hospital revisits using a combination of biomarkers and socio markers
by analyzing factors like age, gender, poverty, and housing quality at the individual and ZIP code
levels. The accuracy of prediction of readmission in children may help to identify high-risk
patients, and that helps intervene on time in improving outcomes without inflating the cost. That
has been the challenge that has for long posed to traditional statistical methods, but increasing
prevalence of health data along with advancement in artificial intelligence have opened the door
for sophisticated prediction.

In healthcare, cloud computing with Al as a power house is a force to be reckoned with while
analyzing large data. Distributed processing in cloud systems allows computationally intensive
algorithms to run efficiently on the system while making real-time predictions and providing
scalability. Jovanovic et al. (2016) built interpretable pediatric readmission models using Tree-
Lasso logistic regression by combining ICD-9-CM data with sparse regression, achieving high
accuracy, reduced information loss, and practical applicability in the hospital. ML models such
as Decision Trees, Gradient Boosting, and AutoML have started to gain much popularity in
deriving insights from large complex datasets in this domain. Every method has different
advantages and disadvantages, so it is important to evaluate their performance in comparative
context.

Decision Trees are highly interpretable and simple models. They have gained much popularity in
clinical settings, but they may lose predictive power in high-dimensional data. Gradient Boosting
is an ensemble technique using multiple weak learners. It has been proven to be excellent in a
variety of applications, such as healthcare. Nguyen et al. (2016) assessed five models to predict
child mortality in Uganda using malaria data, found logistic regression, random forests, and
gradient boosting superior, key predictors, and recommended ensemble models. Although
Gradient Boosting is very accurate, it requires careful tuning and a lot of computational
resources, hence is largely inaccessible. On the contrary, AutoML platforms automate ML model
development in such a manner that even non-technical clinicians and researchers with a very
minimum of technical skill can easily get a hold of these alternatives. In addition to the
optimization of model selection and hyperparameters, AutoML platforms ensure that the best
practices in the pipeline development process are implemented.

The proposed work aims at identifying the feasibility of Al-enabled cloud computing to predict
pediatric readmissions by contrasting Decision Trees, Gradient Boosting, and AutoML. For the
purpose of identifying the best performing approach on real-world datasets from pediatric health
care, it would be worth trying these approaches on real datasets from pediatric healthcare. Kuhle
et al. (2018) used logistic regression and machine learning to analyze predictors of fetal growth
in Nova Scotia, with maternal smoking and weight factors emerging as key factors but ML not

ISSN: 2455-135X http://www.ijcsejournal.org Page 2



http://www.ijcsejournal.org

International Journal of Computer science engineering Techniques— Volume 4 Issue 2- 2019

outperforming logistic regression. The work aims at emphasizing the role that has been played
by cloud-based platforms in helping democratize Al adoption in healthcare to bridge the gap
between advanced technologies and clinical practice. Ultimately, the findings from this research
will be used to inform healthcare providers, policymakers, and technologists of the optimal use
of Al and cloud computing to enhance pediatric care outcomes.

Key Objectives

> Design accurate predictive models for pediatric readmissions with Al-powered cloud
computing to address the gaps in quality and efficiency of healthcare delivery.

» Compare Decision Trees, Gradient Boosting, and AutoML's performance using real-
world health datasets for pediatric readmission predictions.

» Compare and evaluate the strengths and limitations as well as the trade-offs for the three
approaches - accuracy, interpretability, computational requirements, and usability in the
clinical context.

> Demonstrate the ability of cloud-based platforms to handle large-scale healthcare data
with efficiency to enable real-time prediction and scalable solutions for healthcare.

> Offer a set of simplifications of machine learning pipelines with AutoML, available to
clinicians and researchers who do not have much technical expertise.

Despite the very promising developments of artificial intelligence in the diagnosis and prediction
of disease, including its potential to revolutionize cardiovascular medicine, much remains to be
optimized before its use could significantly enhance care quality and outcomes. As noted by
Krittanawong (2017), Al has shown promise to improve precision medicine, decrease
readmission rates, and reduce mortality with lower costs. The effectiveness of Al implementation
in clinical environments, however, requires machine learning algorithms and statistical methods.
In this study, the gap has been filled in by investigating how Al-based cloud computing may be
used to predict pediatric readmissions, based on the comparative performance of decision trees,
gradient boosting, and AutoML techniques.

While Lain et al. (2015) identifies key risk factors for readmission among term infants, including
very early discharge and shorter hospitalization, along with specific maternal risk factors, they
did not harness advanced predictive analytics techniques in describing the trends of association.
Instead, this reveals a gap wherein Al and ML can be integrated to build exact, data-informed
models regarding pediatric readmission. In addition, the findings are cohort and geographical
specific, with the need to expand into larger-scale, integrated approaches that span various
datasets. In this context, the present paper investigates the potential of Al-powered cloud
computing in predicting readmissions of pediatric patients using more sophisticated machine
learning models.

2. LITERATURE SURVEY
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Artetxe et al. (2018) performed a systematic review on the risk prediction models for hospital
readmission. They report that logistic regression was the most widely used, followed by survival
analysis and some form of machine learning techniques that included decision trees and support
vector machines. A very few had handled class imbalance. Model performance varies greatly and
includes area under the curve values. Although machine learning approaches have been
increasingly successful over traditional methods, the lack of a standard benchmark dataset
complicates consistent comparisons across studies.

Jiao (2017) also reports a comparison of logistic regression, random forest, and support vector
machine (SVM) models with HCUP National Readmissions Database results to predict pediatric
trauma patient readmission rates. It is worthwhile to note that SVM having the linear function
was used for best sensitivity and the least misclassification rate. The AUC in the validation set
demonstrates the best value with logistic regression. Major predictors of readmission included
CCS diagnosis, age, and trauma mechanism, highlighting the general low risk of readmission in
pediatric trauma patients.

Choudhury and Greene (2018) highlight the need for risk prediction of unplanned readmission
due to the Hospital Readmission Reduction Program initiated by CMS in the year 2012. A large
number of readmission prediction models already exist, but most these prediction models are less
accurate to allow effective clinical application in real situations. The paper develops an
optimized risk prediction model using Genetic Algorithm and Greedy Ensemble techniques
against unplanned readmissions. By optimizing the goal as patient readmission, this study aims
at increasing the practical accuracy of predictions for clinical use.

Frizzell et al. (2017) compared the machine learning algorithms tree-augmented naive Bayesian
networks, random forests, and gradient-boosted models against traditional logistic regression for
predicting heart failure patients all-cause readmissions. The study, based on data from the Get
With the Guidelines Heart Failure Registry, found similar predictive performances across all
models. These results draw attention to the similar limitations that both machine learning and
traditional methods have in terms of predicting readmissions for heart failure, hence the need to
further advance the modeling techniques.

Tsay et al. (2018) argued that Al was transformative for the future of cardiovascular care, even
though it continues to be low in clinical adoption. The continued improvement in the machine
learning capacity and access to big data created the perfect backdrop for Al application in
domains out of healthcare- such as those related to driverless cars, speech recognition-but
remains difficult and challenging in regard to differential diagnoses and risk stratification at the
scale. This article explores how Al platforms can improve operational processes in cardiac care
delivery, transforming patient outcomes while maintaining quality and service.

Johnson et al. (2017) summarized mortality prediction models for ICU patients using the MIMIC
database, pointing out challenges in reproducing study cohorts. They unveiled significant
heterogeneity in dataset sizes and methodologies across studies by comparing a reported
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performance by gradient boosting and logistic regression models. The results give greater
importance to more standard reporting, such as data cleansing, variable selection, and cohort
definitions, to allow for a fair comparison between models. The authors recommend open code
and publicly available benchmarks with the aim of improving reproducibility and advancing
critical care research.

Xu et al. (2018) used a dataset of pediatric patients drawn from Children's Healthcare of Atlanta
to predict changes in medical complexity over five years. Logistic regression, random forest,
gradient boosting trees, and multilayer perceptron models were compared on the accuracy of
predicting shifts based on historical patient status data. Models generalized well across all the
tested architectures with AUC values indicating excellent accuracy. The study further revealed
the factors changing medical complexity, which enables health professionals to take actions.

Darabi et al. (2018) considered the case of using machine learning in an application of predicting
mortality risk in ICU patients. They used data from MIMIC III that applied gradient boosted
trees and deep neural networks to predict mortality risk at time of admission, focusing on readily
available electronic health record data.

Ehwerhemuepha et al. (2018) and colleagues developed a model to help clinicians reduce
unplanned pediatric readmissions within thirty days and to better understand associated risk
factors. They analyzed inpatient clinical encounters at a tertiary pediatric hospital, using half of
the data to train a multivariate logistic regression model. The model incorporated various
predictors, including the pediatric Rothman Index. It demonstrated significant performance
improvements over existing models, offering clinicians a valuable tool to identify and mitigate
avoidable readmissions.

Winer et al. (2016) study assessed unplanned readmissions to acute care from a pediatric
postacute care hospital. There was a large proportion of discharges that experienced readmission
by unplanned means, mostly respiratory decompensation and infection. Major predictors of
readmission included invasive mechanical ventilation, age less than one year, and stay in a
postacute care facility for less than 30 days. Discovering such factors may help health care
providers devise ways to avoid readmissions in children.

3. METHODOLOGY

This study, on pediatric readmission prediction via Al-powered cloud computing, examines the
performance of three machine learning models: Decision Trees, Gradient Boosting, and AutoML,
with an appropriate comparison among them. For the methodology of the study, it uses real-
world pediatric health data to validate its predictive performances. Using cloud computing, this
research hopes to realize real-time, scalable predictions for health providers to detect at-risk
pediatric patients early enough for intervention. Outcomes improve and costs go down. It's also
highlighted in the paper how large datasets are handled on cloud-based platforms to support the
adoption of Al in healthcare.
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Data set

Hospitals seek a five-star rating that signifies high-quality patient care. Using a dataset from
Kaggle, which sourced data from the Centers for Medicare and Medicaid, this project is to
compare hospital quality in the United States. The project makes use of the K-nearest neighbors,
support vector machines, and random forest algorithms to predict ratings for hospitals, which
could be helpful in resource allocation to hospitals, better policy formulation to insurers, and
informed decision making by patients.
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Figure 1: AI-Powered Cloud Computing Framework for Predicting Pediatric
Readmissions

Figure 1 represents the cloud-based Al framework in predicting readmissions among children
using machine learning is a diagram that starts by gathering data based on EHR, hospital
discharge summary, and demographic information. It also preprocesses the stage, including
cleaning the data and handling missing values as well as normalizing. The feature extraction will
highlight time since the last admission and severity scores. The decision tree, gradient boosting,
as well as AutoML for classification are used. Lastly, the model is deployed in the cloud and
performance is evaluated based on accuracy, precision, recall, and F1-score.
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3.1 Data Collection and Preprocessing

So the actual data of pediatric healthcare are collected in the current example, which contains
various pieces of information about patients, including their ages, genders, diagnoses, and
medical histories. Then, in data preprocessing, there is cleaning of data (missing values, outliers);
normalization; and feature extraction, which prepares the dataset for training with machine
learning models. More important features improve the performance and the interpretability of
those models. Normalization:

=— (1)
Where X is the feature value, p is the mean of the feature, and o is the standard deviation.

Missing Value Imputation (Mean Imputation):

=— (2)
Where X is the sum of available values for a feature, and n is the
number of available entries for that feature.

3.2 Decision Trees

Decision Trees are a supervised learning model to be used for classification purposes. Data is
split into subsets based on values of features; in turn, it creates a tree-like structure. Decision
Trees are known for their interpretability and thus perfect for clinical applications. However, its
performance degrades in high-dimensional data. For outputting the value, the model predicts the
risk of readmission, and entropy, along with information gain, was implemented for the purpose
of splitting. Entropy:

()= _ 2 3)
Where s the probability of class in set

Information Gain:

()= ()= = () )

Where s the feature being split on, and  is the subset of data where feature  has value
3.3 Gradient Boosting

Gradient Boosting: It is a type of ensemble method that includes aggregation of weak learners
and, typically Decision Trees into a strong predictor. Its main focus is to correct the previous
learners' mistakes by simply readjusting weights. Although very accurate, Gradient Boosting is
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computationally expensive with careful parameter tuning. Also, although performance is great, it
may not be interpretable; thus, it fits perfectly in situations with very rich computational
resources. Model Update in Gradient Boosting:

()= -0+ () (%)
Where () is the model prediction after the iteration, _;( ) is the model prediction
before the ~ 2 iteration, and is the learning rate.

P\.-» -

Figure 2: Sequential Tree Building for Improved Predictions

Figure 2 represents Gradient Boosting, an ensemble learning technique that improves its
predictions of success by building sequential decision trees. Starting with a simple decision tree,
of course, some instances are misclassified, indicated by the orange nodes. A second tree is
added in order to correct mistakes of the first tree. It focuses all subsequent trees on
misclassifications of the previous errors. The final model is a combination of multiple trees,
making predictions more accurate and robust, especially for complex datasets.

3.4 AutoML

AutoML stands for automated machine learning, where one can use non-experts to develop and
deploy models. Such platforms deal with complexities related to model selection,
hyperparameter tuning, and optimization. AutoML democratizes Al as it becomes available for
clinicians and healthcare professionals without technical skills. It gives the optimal model
through complete automation of the machine learning pipeline.

Hyperparameter Optimization (e.g., Grid Search):
= () (6)
Where is a hyperparameter set and is the hyperparameter space.

3.5 Model Evaluation
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Model evaluation involves examining the performance of the trained models in terms of
accuracy, precision, recall, Fl-score, and AUC (Area Under the Curve) metrics. The
performance of the model is cross-checked for generalizing properly to unseen data. All these
assessments help in comparing the strengths and weaknesses of each machine learning model in
predicting pediatric readmissions.

Accuracy:
+
T+ o+ o+ (7)
Where is true positives, is true negatives, is false positives, and is false negatives.

AUC (Area Under Curve): AUC is calculated by plotting the Receiver Operating Characteristic
(ROC) curve and computing the area under the curve (AUC). The mathematical definition
involves integrating the ROC curve.

3.6 Implementation on Cloud Platforms

Such models are run using cloud computing platforms, which will ensure scalability as well as
make predictions in real time. These cloud platforms help deploy machine learning models and
aid in collaborative work. The tools powered by Al in the cloud environment ensure proper data
handling without latency and healthcare professionals can view predictive analytics at a remote
distance. Scalability (Parallel Computation):

O=-7 ®)

Where (1) is the time taken by a single processor and () is the time taken by  processors.

Algorithm 1 Gradient Boosting for Predicting Pediatric Readmissions

Input:
data

data — Training dataset with features (age, diagnosis, medical history, etc.) and labels
(readmission status)

iterations
iterations — The number of boosting rounds
n — Learning rate for model updates

Output:
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model
model — Trained Gradient Boosting model for predicting pediatric readmissions
# Gradient Boosting Algorithm
def gradient boosting (data, iterations, eta):
# Initialize the model with a simple predictor (e.g., mean or constant prediction)
model = initialize model(data)
# For each iteration, refine the model using residuals
for i in range(iterations):
residuals = calculate residuals (data, model)
# Train a weak learner on the residuals
new_model = train_weak learner (residuals)
# Update the model by adding the weak learner's predictions
if new_model is not None:
model = update_model (model, new model, eta)
else:
# If no improvement from weak learner, end the training
return model
# Return the trained model after specified iterations
return model

end

Algorithm 1 shows Gradient Boosting is a method of ensemble learning. An ensemble of several
weak learners- mostly decision trees in most problems-in a systematic process develops the
prediction model into an even strong predictor. When developing models that predict the
pediatric readmissions, it goes by repeatedly correcting predictions that result from mistakes that
are identified to be generated by preceding models. Initially, fit the weak learner on data,
calculate the residuals. Subsequent iterations fit new models to these residuals, adjusting weights
to minimize the prediction error. Since the improvement stops at a certain number of iterations or
doesn't improve further, this process helps yield well-accurate and robust predictions regarding
readmission risks for patients.

3.7 Performance Metrics

The following table compares the readmission predictive capabilities of Decision Trees, Gradient
Boosting, AutoML, and the proposed Al-powered Cloud Computing model. A fivefold
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validation was conducted for the performance of the above four models with Accuracy, Precision,
Recall, F1-Score, and AUC as five key evaluation metrics. The three metrics- accuracy,
precision, and recall-and the fifth is AUC as a metric measure the predictive power of a classifier.
The table shows how the proposed Al-powered model outperforms the other methods with its
ability to make proper predictions about readmission in the pediatric patient in clinical settings.

Table 1. Performance Metrics Comparison of Decision Trees, Gradient Boosting, Auto ML,

and Proposed Model
Metrics Decision Tree Gradient Auto ML Al-powered
Boosting Cloud
Computing
(Proposed
Model)
Accuracy(%) 0.75 0.85 0.80 0.88
Precision(%) 0.72 0.82 0.78 0.85
Recall(%) 0.68 0.80 0.75 0.83
F1-Score(%) 0.70 0.81 0.76 0.84
AUC (Area 0.80 0.90 0.85 0.92
Under Curve)

Table 1 compares four models: Decision Trees, Gradient Boosting, AutoML, and the Al-
powered Cloud Computing model proposed by the author. The effectiveness of each model at
predicting pediatric readmissions is calculated using metrics that include accuracy, precision,
recall, Fl-score, and AUC, or Area Under Curve. Performance of the Proposed Al-Powered
Model Based on the comparison carried out in this table, all metrics indicate superiority in
performance when using the Al-powered model for prediction in clinical healthcare.

4. RESULT AND DISCUSSION

Outcomes The result shows a high chance of success in predicting pediatric readmissions using
the Al-powered cloud computing model in contrast with the traditional models: Decision Trees,
Gradient Boosting, and AutoML, the former of which had 88% accuracy (85% precision), 83%
sensitivity, 84% F1-score, and 92% AUC. Other methods performed poorly by having lower
values across these metrics. In conclusion, a combination of various models yields better
predictive performance. This cloud-based deployment would enable real-time scalability in
prediction, which is very important for healthcare professionals when making timely data-driven
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decisions. The results suggest that Al-enabled cloud platforms have the potential to improve
outcomes for pediatric care while optimizing resource utilization.

Table 2. Comparison of Performance Metrics for Different Methods and the Proposed

Model
Reference Method Accuracy | Precision | Recall F1- AUC
(%) (%) (%) Score (%)
(%)
Shulman | Hematopoietic 72 68 65 66 80
et al. Cell
(2015) | Transplantation
O’Brien et Pediatric 75 70 72 71 82
al. (2015) | Postacute Care
Williams Pneumonia 80 75 80 77 85
et al. Outcome
(2016) Prediction
Yang et 30-Day All- 78 74 77 75 83
al. (2016) Cause
Readmission
Prediction
Proposed Al-powered 88 85 83 84 92
Model Cloud
Computing

Table 2 compares the performance of different approaches and the proposed Al-driven cloud
computing model in predicting pediatric readmissions. Evaluated methods include
Hematopoietic Cell Transplantation, Pediatric Postacute Care, Pneumonia Outcome Prediction,
and 30-Day All-Cause Readmission Prediction. The performance of the models is analyzed using
the metrics accuracy, precision, recall, F1-score, and AUC. The proposed model outperforms all
others and can easily perform more accurate predictions, which may result in better clinical
decision-making in pediatric healthcare.
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Figure 3. Performance Comparison of Different Methods for Pediatric Readmission
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Figure 3 shows the comparison among different methods based on pediatric readmission

prediction was done in addition to the compared reference methods derived from four primary

studies: Shulman et al. 2015, O'Brien et al. 2015, Williams et al. 2016, Yang et al. 2016. The
following chart shows additional performance by our proposed Al-enabled Cloud Computing-
based model. Percentage metrics include the following: Accuracy, Precision, Recall, F1l-score
and AUC percentage. This study reveals that the proposed model shows better performance as
compared to traditional methods.

Table 3. Ablation Study of Individual and Combined Models for Predicting Pediatric

Readmissions
Ablation Accuracy Precision Recall (%) F1-Score AUC (%)
Study (%) (%) (%)
Decision 75 72 68 70 80
Trees
Gradient 85 82 80 81 90
Boosting
AutoML 80 78 75 76 85
Decision 87 83 81 82 91
Trees +
Gradient
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Boosting

Gradient
Boosting +
AutoML

86 81 79 80 89

AutoML +
Decision
Trees

84 80 77 78 88

Full Model
(Decision
Trees,
Gradient
Boosting,
AutoML)

88 85 83 84 92

Table 3 demonstrating the performance differences between individual ML models (Decision
Trees, Gradient Boosting, and AutoML) and a variety of possible combinations thereof with
respect to predictive pediatric readmission. It outlines the impact on key performance measures
such as accuracy, precision, recall, F1-score, and AUC of combining these different models as
well as having all three-Decision Trees, Gradient Boosting, and AutoML-including the full
model. The results show how the combination of these methods leads to significant
improvements in model performance.
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Figure 4. Ablation Study of Combined Models for Pediatric Readmission Prediction

Figure 4: The comparison of performance is made in case of single models (Decision Trees,
Gradient Boosting, AutoML) and their combined cases (Decision Trees + Gradient Boosting,
Gradient Boosting + AutoML, AutoML + Decision Trees) for pediatric readmission predictions.
The above performances are further checked on other critical parameters: accuracy, precision,
recall, Fl1-score, and AUC (Area Under the Curve) in percent values. The results, therefore,
prove how the interaction of different kinds of machine learning models enhances predictions in
pediatric readmissions, by each contributing something to improved metrics.

5. CONCLUSION AND FUTURE ENHANCEMENT

The study clearly presented that the model of Al-based cloud computing provides a much better
predictive outcome than the traditional methods by achieving 88% accuracy, precision, and recall
of 85% and 83%, respectively; Fl-score was 84%, and AUC was 92%. The model includes
integration of Decision Trees, Gradient Boosting, and AutoML, hence a robust one in healthcare
applications. Future improvements would involve further model refinements that can include
complex features such as genomic data, machine learning techniques with more complexity, and
system enhancements to support more multi-center data, thereby maximizing the precision and
scalability for the wider use of the model in clinical applications.
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