International Journal of Computer science engineering Techniques-— Vol 7 Issue 1, 2023

HYBRID EDGE-AI AND CLOUDLET-DRIVEN IOT FRAMEWORK
FOR REAL-TIME HEALTHCARE

Akhil Raj Gaius Yallamelli,
Amazon Web Services Inc, Seattle, USA
akhilyallamelli939@gmail.com
Vijaykumar Mamidala,

Conga (Apttus), Broomfield, CO, USA
vmamidala.cs@gmail.com
Rama Krishna Mani Kanta Yalla,
Amazon Web Services, Seattle, WA, USA
ramakrishnayalla207@gmail.com
Thirusubramanian Ganesan,
Cognizant Technology Solutions, Texas, USA
25thiru25@gmail.com

Mohanarangan Veerappermal Devarajan,
Ernst & Young (EY), Sacramento, USA
gc4mohan@gmail.com

ABSTRACT

Background: Cloudlet computing and edge-Al are revolutionising real-time healthcare
analytics, allowing for more flexibility and quicker decision-making. It is difficult for
healthcare systems to process vast amounts of heterogeneous data, such as EHRs, healthcare
pictures, and sensor measurements. Because centralised solutions result in latency and
bandwidth constraints, hybrid frameworks are required.

Objective: To develop a cloudlet computing and Edge-Al hybrid IoT platform for effective
healthcare data processing. The objective is to provide secure data sharing, lower latency, and
improve real-time decision-making.

Methods: Advanced Al models such as Random Forest classifiers, Transformer Networks,
and TCN are used in the framework. For distributed processing, it combines the cloud
computing, cloudlet, and edge layers. While Apache Flink makes real-time stream analytics
possible, blockchain guarantees safe data exchange.

Results: In addition to achieving 93% accuracy, the suggested framework also enhanced
scalability by 85% and decreased latency to 25 ms. Energy usage decreased to 2.1J per job
and data transmission to the cloud decreased by 45%, confirming the system's scalability and
effectiveness.

Conclusion: The framework guarantees low latency, excellent accuracy, and strong data
security while optimising real-time healthcare analytics. Modern IoT-driven healthcare
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applications can benefit from its ability to facilitate quick healthcare interventions, scalable
operations, and privacy-preserving communication.

Keywords: Real-time Healthcare Analytics, Edge-Al, Cloudlet Computing, IoT, Blockchain.
1 INTRODUCTION

Real-time healthcare analytics has been transformed with the introduction of Edge-Al and
cloudlet computing, and allow for quicker decision-making while preserving scalability and
efficiency. In order to meet the constantly increasing needs of e-health services, the Hybrid
Edge-Al and Cloudlet-Driven IoT Framework connects wearable IoT devices with cloud-
based systems Mutlag et al. (2019). Massive amounts of diverse medical data, such as sensor
data, medical imaging, and electronic health records (EHRs), must be collected, integrated,
and analysed in real time as healthcare organisations move towards digital solutions. While
cloudlets act as intermediary "micro-clouds," offering localised computing and storage close
to data sources, edge-Al enables on-device processing, lowering latency and bandwidth
consumption. Particularly in situations like remote patient monitoring, early disease
identification, and emergency treatments, this hybrid design improves scalability, real-time
responsiveness, and communication efficiency.

The suggested approach uses artificial intelligence (Al) at the edge and cloudlet layers to
analyse data in real time and do predictive analytics while relying less on centralised cloud
infrastructure. Transformer networks, Temporal Convolutional Networks (TCN), and
Random Forest classifiers are examples of sophisticated machine learning models that are
integrated into the framework to produce precise predictions while reducing processing
overhead. This hybrid strategy ensures low latency in mission-critical healthcare applications
by allocating workloads across edge devices, cloudlets, and the central cloud, maximising
resource utilisation. By speeding up data-driven insights and decision-making processes, the
suggested method improves the calibre and accessibility of healthcare services in comparison
to conventional cloud-dependent systems Wan et al. (2019).

The multi-layer design of the Hybrid Edge-Al and Cloudlet-Driven IoT Framework
integrates centralised cloud analytics, cloudlet-based computation, and Edge Al processing.
IoT wearables, including glucose trackers, smartwatches, and ECG monitors, continuously
produce real-time health data at the sensor data acquisition layer. To ensure low power
consumption and effective communication, these devices send data to neighbouring cloudlet
nodes using lightweight communication protocols as MQTT-SN and CoAP. To preprocess
and analyse data streams at the edge layer, Al-based models like Transformer-based networks
and TCN are directly installed on IoT devices and gateways. This eliminates the need to send
all raw data to cloudlets or central servers by enabling anomaly detection on-device.

Cloudlets combine and analyse data from several edge devices, acting as micro-clouds. Real-
time stream processing is handled here by Apache Kafka and Apache Flink, guaranteeing
low-latency insights and data filtering. Cloudlets optimise local processing while outsourcing
complex analytics tasks to the cloud when needed. They also contain intermediate machine
learning models and decision-support systems. Advanced models such as Deep Neural
Networks (DNNs), Random Forests, and Long Short-Term Memory (LSTM) networks are
executed by the cloud layer in situations that demand additional processing capacity,
including picture categorisation or predictive disease modelling. This combination guarantees
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an uninterrupted transition from cloud analytics to edge data collection, producing findings
that are extremely precise and responsive.

At the cloudlet and cloud levels, the framework integrates orchestration tools like Kubernetes
and containerisation technologies like Docker to improve scalability and fault tolerance. In-
memory databases like Redis and time-series databases like InfluxDB are used by edge
devices and cloudlets to store and retrieve healthcare data in real-time. Additionally,
blockchain technology improves patient privacy and trust by ensuring safe and unchangeable
data flow across stakeholders. Clinicians are empowered with actionable information for
immediate action due to this strong architecture, that minimises latency, maximises resource
efficiency, and permits real-time healthcare monitoring Selvaraj & Sundaravaradhan (2020).

1.1 Objectives

e Develop a hybrid IoT framework powered by cloudlets and edge AI for real-time
analytics of healthcare data.

e Incorporate Edge Al models such as Transformer Networks and TCN to handle data on-
device more quickly.

e Optimise latency and resource allocation by using cloudlet-based micro-cloud computing.

e Use blockchain technology to provide safe and dependable data sharing.

e Use Al-driven decision-making and predictive analytics to improve healthcare forecasts.

e Enhance healthcare response times and accessibility, particularly for time-sensitive
applications and remote monitoring.

Due to their heavy reliance on centralised cloud computing, current healthcare IoT
frameworks have substantial communication overhead and delay for real-time applications.
In order to increase responsiveness and scalability, these systems do not seamlessly integrate
edge Al and intermediate processing through cloudlets. Furthermore, high-dimensional, time-
series data are frequently difficult for traditional machine learning algorithms to handle well.
Furthermore, privacy and data security continue to be significant issues that call for strong
solutions like blockchain to guarantee safe healthcare data handling and adherence to legal
requirements.

e Conventional cloud-based medical solutions have high latency and limited capacity.

e For real-time healthcare analytics on-device, existing frameworks lack Edge Al
capabilities.

e Cloudlet computing to connect edge devices and centralised cloud systems is not widely
used.

e Predictive healthcare analytics cannot effectively handle high-dimensional, time-series
data with current methods.

e In the current healthcare systems, secure and trustworthy data exchange technologies like
blockchain are inadequate.

2 LITERATURE SURVEY

In healthcare IoT systems, fog computing technologies play a crucial role by facilitating real-
time monitoring with lower latency and optimised energy consumption, as highlighted by
Mutla et al. (2019). Through the utilisation of data fusion methodologies, scalable
containerised microservices, and sophisticated privacy protections, the research highlights the
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significance of safe, effective, and responsive healthcare IoT frameworks, opening up
opportunities for further advancements in patient care.

Cloud analytics and sensor-based data collection were combined by Wan et al. (2018) to
create a scalable wearable loT-enabled real-time health monitoring system that allows for
remote patient management. The technology ensures prompt notifications and responses by
effectively detecting health irregularities in real time. It tackles important issues in
continuous health monitoring with low latency, great scalability, and energy efficiency,
making it appropriate for widespread use in healthcare systems.

The potential of IoT in healthcare is examined by Selvaraj & Sundaravaradhan (2020), that
highlight prospects like real-time monitoring and predictive analytics while addressing issues
like data privacy, latency, and interoperability. They suggest ways to get over restrictions and
create safe, scalable, and effective healthcare systems, such as through the use of edge
computing, blockchain, and artificial intelligence. Their research highlights that IoT can
improve proactive healthcare delivery and personalised treatment.

Greco et al. (2020) look at IoT healthcare systems that use edge Al to improve
responsiveness, scalability, and privacy. Through localised processing, the study prioritises
bandwidth efficiency, decreased latency, and real-time anomaly detection. In order to achieve
effective, safe, and scalable healthcare solutions in IoT-driven environments, it highlights the
advantages of edge computing by discussing lightweight Al models for remote diagnostics
and personalised care.

IoT enabling technologies for healthcare were reviewed by Dhanvijay & Patil (2019), that
focused on wearable sensors, cloud computing, and lightweight communication protocols
(MQTT, CoAP). While addressing issues like security, interoperability, and power efficiency,
they emphasised the uses of [oT in distant monitoring, predictive analytics, and chronic care.
To improve scalability and dependability, solutions like blockchain and energy-efficient
protocols were put forth, confirming the Internet of Things' revolutionary position in
contemporary healthcare systems.

Mohanarangan Veerappermal Devarajan (2020) offers a cloud-based healthcare security
architecture that uses blockchain, encryption, risk assessment, and monitoring to mitigate
threats. Case studies demonstrate increased productivity, data security, and compliance in
delicate healthcare settings.

Jagadeeswari et al. (2018) investigated the use of wearable technology and scalable cloud
infrastructures for real-time monitoring in their study of MIoT and Big Data for personalised
healthcare. They offered solutions like predictive analytics and safe data management while
addressing issues like interoperability and data privacy. The study emphasises that combining
IoT and Big Data might result in effective, patient-centered healthcare solutions.

An IoT-based smart healthcare architecture that combines wearable technology for ongoing
health monitoring and cloud services for analytics arrived by Banka et al. (2018). With the
use of IoT sensors for real-time data collecting and cloud-based processing for scalable
healthcare solutions, the system facilitates remote patient surveillance, personalised alarms,
and chronic illness management. By expanding accessibility, this framework makes it
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possible for prompt interventions and proactive care, that greatly improves patient outcomes
and the effectiveness of healthcare.

IoT-based healthcare is improved by blockchain by guaranteeing safe, decentralised, and
transparent data management, according to Ray et al. (2020). Healthcare systems are made
more trustworthy by using consensus techniques like PBFT, PoW, and PoS. Important
applications like remote monitoring, medication traceability, and patient data exchange are
supported by platforms like Ethereum and Hyperledger. The report emphasises that
blockchain technology has the ability to transform healthcare operations through strong
security, enhance patient privacy, and stop fraud.

A blockchain-based framework for a safe healthcare system is presented by Chakraborty et al.
(2019) in order to improve interoperability, privacy, and data integrity. The system uses
distributed consensus and cryptographic hashing to provide tamper-proof records and
leverages smart contracts for automated data access and sharing. It manages massive
healthcare datasets and provides stakeholders with real-time access because to its scalable
design. Because it tackles security issues, this strong architecture is appropriate for
contemporary e-healthcare applications.

Rajya et al. (2021) offer a four-phase data security system that integrates cryptography with
LSB-based steganography for the secure storage and transit of cloud data. The architecture
improves confidentiality and integrity while reducing security risks in cloud computing.
Simulation results indicate enhanced data security, guaranteeing efficient encryption and
concealed transmission to safeguard critical information in distributed cloud systems.

Rama et al. (2021) examine the difficulties of safeguarding financial data in cloud computing
through the utilisation of attribute-based encryption (ABE) in conjunction with big data
methodologies. The suggested approach guarantees meticulous access control and inhibits
unauthorised data access. The results demonstrate improved data secrecy and scalability,
rendering it efficient for protecting sensitive financial information in extensive cloud systems.

Vijaykumar et al. (2021) improve cloud computing performance with the application of
parallel K-Means for clustering tunnel monitoring data. The technique enhances efficiency
and scalability by allocating calculations among numerous nodes. The findings demonstrate
decreased clustering duration and enhanced precision, providing a reliable solution for
extensive data processing in cloud-based tunnel monitoring applications.

Karthikeyan (2022) examines data security challenges in cloud computing, emphasising
authentication and access control (AAC) approaches. It underscores deficiencies in existing
systems and advocates for improved AAC frameworks to provide robust security. The
research shows that the incorporation of multi-factor authentication and role-based access
control substantially enhances cloud data security and user privacy.

Mohanarangan et al. (2022) present an enhanced backpropagation neural network approach
for predicting workloads in intelligent cloud computing settings. The method improves
prediction precision and efficiency through the optimisation of training procedures.
Experimental findings demonstrate substantial enhancements in workload forecasting,
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facilitating improved resource allocation and reducing performance bottlenecks in cloud
architecture.

A secure loT-enabled healthcare platform that combines Edge Computing for low-latency
data analytics and SDN for dynamic resource management was put forth by Li et al. (2020).
Blockchain technology is incorporated into the framework for safe data transfer and threat
mitigation through anomaly detection. This method is perfect for real-time, privacy-
preserving applications in contemporary IoT networks since it increases healthcare systems'
efficiency, scalability, and security.

The combination of cognitive computing and wireless edge communications for healthcare
service robots is investigated by Wan et al. (2020). Their architecture provides scalable, low-
latency robotic services for real-time patient monitoring and individualised treatment by
utilising 5G and machine learning technologies. The method improves efficiency in dynamic
and resource-constrained healthcare situations by reducing latency and facilitating edge-
based Al decision-making. It is therefore perfect for contemporary healthcare ecosystems.

The use of Al on Edge Computing in Ambient Assisted Living (AAL) for healthcare is
thoroughly examined by Fasciano & Vitulano (2020). The study highlights that edge
computing reduces latency, facilitates real-time anomaly identification, and makes scalable,
predictive healthcare analytics possible. The framework's integration of Al improves patient
outcomes and resource efficiency, showcasing its promise in proactive and customised
healthcare settings.

A cloudlet-based architecture for real-time healthcare knowledge extraction with an emphasis
on medical large data was presented by Chandavale & Gade (2018). The system's integration
of cloudlets with IoT devices lowers latency and bandwidth limitations, facilitating effective
feature extraction, disease prediction, and data preprocessing. As a solid solution for real-
time medical analytics, the framework emphasises scalability and easy connection between
IoT and cloud platforms.

Surendar Rama Sitaraman (2020) uses neural networks with Apache Spark and Hadoop to
achieve 92% accuracy, highlighting the transformational significance of Al and Big Data in
m-Health. Managing unstructured wearable data and maintaining privacy continue to be
difficult despite progress.

3 METHODOLOGY

Advanced Al models, intermediate cloudlet computation, and secure communication
protocols are all integrated into the suggested Hybrid Edge-Al and Cloudlet-Driven IoT
Framework to effectively process real-time healthcare data. The five main components of the
framework are Cloudlet Computing, Cloud Analytics, Sensor Data Acquisition, Edge-Al
Processing, and Secure Data Exchange. The comprehensive methodology, complete with
equations, architecture, and performance measurements, is provided below.

3.1 Sensor Data Acquisition Layer

The Hybrid Edge-Al and Cloudlet-Driven IoT Framework is built on the Sensor Data
Acquisition Layer, making it possible for wearable IoT devices to collect healthcare data in
real time. These gadgets have sophisticated sensors to record vital health indicators like heart
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rate, blood pressure, blood glucose levels, and SpO2. Examples of these devices include
smartwatches, oxygen saturation trackers, glucose sensors, and ECG monitors. Because of
the wearables' constant monitoring architecture, data is recorded even in dynamic and moving
surroundings. These gadgets are perfect for extended usage in actual healthcare situations
because they combine high-precision data collection with low power consumption by
utilising miniaturised technology.

Constrained Application Protocol (CoAP) and Message Queuing Telemetry Transport for
Sensor Networks (MQTT-SN) are two examples of lightweight IoT protocols that are
necessary for communication between these devices and the next processing layer. Low-
latency, effective data transfer over wireless networks is guaranteed by these protocols, that
are especially built for contexts with limited resources. Reliable connection with low
bandwidth usage is provided via MQTT-SN's publish-subscribe mechanism, while RESTful
communication is made possible by CoAP, allowing for easy integration with current IoT
ecosystems. The scalability and energy efficiency required for real-time data streaming from
hundreds of [oT devices in a health care setting are provided by these protocols.

The high-dimensional, usually raw data that is sent to the edge nodes needs to be
preprocessed and normalised right away. For example, data filtering and smoothing methods
can be used to reduce the variability in heart rate values caused by noise or sensor calibration.
The acquired data's temporal sequence is also maintained through the use of time-series
representation, that is essential for subsequent analysis such as anomaly identification or
disease prediction. Protocol-driven error management procedures are used by the system to
minimise packet corruption or data loss during transmission.

Additionally, this layer includes edge gateways that serve as a bridge between edge-Al
systems and wearable technology. By using encryption techniques, these gateways guarantee
secure communication while combining data from several sensors. Localised preprocessing is
also made possible by them, that lessens the computing load on IoT devices and gets data
ready for effective analysis. As a result, the Sensor Data Acquisition Layer is essential for
connecting modern analytics with actual patient data, guaranteeing accuracy and real-time
responsiveness for healthcare applications.

Data Transmission Time:
The time to transmit a packet  over a network is:
=—+ M
Where:
: Packet size (bytes)

: Bandwidth (bytes/second)

: Network delay (seconds)
Sensor Energy Consumption:

The energy consumed by a sensor transmitting data is:

= )
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Where:
: Voltage (volts)
I: Current (amperes)
: Transmission time (seconds)

3.2 Edge-Al Processing Layer

The Edge-Al Processing Layer is essential for improving system responsiveness, lowering
latency, and enabling real-time data processing at the network's edge. Using sophisticated Al
models like Temporal Convolutional Networks (TCN) and Transformer-based networks, this
layer preprocesses and analyses healthcare data streams from wearable Internet of Things
devices. Only necessary data is forwarded to cloudlets for additional processing because
Edge-Al handles calculations locally, minimising reliance on cloud resources.

In multi-dimensional healthcare data, transformer-based models are very good at identifying
intricate patterns and abnormalities because use attention mechanisms to concentrate on the
most pertinent portions of the data. For instance, a Transformer can identify unusual ECG
patterns or changes in heart rhythm that could be signs of health issues. On the other hand,
TCNs, that are made for sequence modelling, work well with time-series data, such as
oxygen saturation levels or continuous glucose readings. Since accurate anomaly
identification depends on future data points not influencing current outputs, their architecture
includes causal convolutions. Normalisation, noise filtering, and feature extraction are
preprocessing techniques used by the models to reduce the influence of anomalies in the raw
data.

Edge-Al processing filters out redundant or unnecessary data, that not only guarantees real-
time anomaly detection but also drastically lowers the amount of data sent to cloudlets. In
healthcare applications, this preprocessing phase eliminates network bandwidth restrictions
and speeds up decision-making. Additionally, without waiting for cloud-based processing,
the localised analysis at the edge enables immediate action by sending out notifications for
urgent conditions. The Edge-Al Processing Layer, that combines sophisticated Al models
with computing efficiency, improves the IoT healthcare system's scalability and reactivity,
setting the stage for more proactive, individualised, and accurate patient care.

Transformer Attention Mechanism:
The attention weight for a query ,key ,and value is calculated as:

— QKT
A = softmax <ﬁ) \Y 3)

Where:
: Key dimension
: Dot product of query and key vectors.
TCN Output:
The output of a TCN layer is:
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= ( + ) 4)
Where:

: Convolution kernel weights
: Input data
b: Bias term
: Activation function.

3.3 Cloudlet-Based Computing Layer

The Hybrid Edge-Al and Cloudlet-Driven IoT Framework relies on the Cloudlet-Based
Computing Layer as a vital bridge between edge devices and centralised cloud technologies.
In order to maximise processing efficiency, cloudlets that are positioned closer to edge nodes
combine real-time healthcare data from several IoT devices and carry out localised
calculations. This layer is necessary to filter anomalies found by edge-Al models and to
transfer computationally demanding activities to the cloud, including disease modelling or
predictive analytics. Cloudlets minimise latency in healthcare applications by serving as a
bridge, lowering the computational load on cloud systems and edge devices.

The cloudlet layer is powered by Apache Flink, a real-time stream processing engine that
makes it possible to handle continuous data streams effectively. For time-sensitive healthcare
settings, Flink's event-driven architecture ensures low-latency analytics and anomaly
identification. Cloudlets prioritise important health data and eliminate redundant or
unnecessary information using sophisticated filtering and classification techniques.
Furthermore, cloudlets house intermediate machine learning models for applications like
patient monitoring and health risk assessment, including Random Forests or lightweight Deep
Neural Networks. This optimises network capacity and lowers communication overhead by
guaranteeing that only pre-processed, structured data that needs more in-depth analysis is sent
to the cloud.

The Cloudlet-Based Computing Layer controls real-time data flows and offers instant
insights, greatly improving the IoT healthcare framework's scalability and reactivity. In
addition to ensuring an easy transition between edge devices and cloud analytics, this
localised processing capabilities enables quicker detection of important health issues. In order
to provide a dependable, low-latency data pipeline for contemporary healthcare ecosystems,
the cloudlet layer combines the effectiveness of Flink with strong anomaly filtering and
machine learning models.

Task Distribution in Cloudlets:
The task execution time  in a cloudlet is:
Te==—+L (5)
Where:
: Task complexity (CPU cycles)

: Cloudlet processing power (cycles/second)
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: Latency overhead.
Cloudlet Resource Allocation:

The resource utilization in a cloudlet is:

=—= ©)

Where:
: Resource consumption by task
: Total resource capacity of the cloudlet.

3.4 Cloud-Based Analytics Layer

In the Hybrid Edge-Al and Cloudlet-Driven IoT Framework, the Cloud-Based Analytics
Layer serves as the computational core, facilitating extensive analysis and long-term
preservation of healthcare data. Complex tasks like disease prediction, trend analysis, and
customised healthcare recommendations are made possible by this layer's processing of
aggregated data from cloudlets. The cloud layer uses its enormous processing capacity to
store sophisticated machine learning models, such Random Forests and Deep Neural
Networks (DNNs), that produce predictions and insights with high accuracy based on
extensive healthcare datasets.

Electronic health records (EHRs) and demographic data are two examples of structured
healthcare data that Random Forests, a powerful ensemble learning technique, excels at
processing. By examining a wide range of characteristics, such as symptoms, test results, and
health history, these models categorise and forecast patient outcomes. Deep Neural Networks,
on the other hand, operate well with unstructured data, such as time-series data from wearable
IoT devices and medical imaging. Utilising architectures such as Long Short-Term Memory
(LSTM) networks for temporal data and Convolutional Neural Networks (CNNs) for picture
data, the cloud layer carries out activities like creating individualised treatment plans and
identifying early indicators of chronic diseases.

The cloud layer also serves as a central repository, combining real-time and historical data to
enable longitudinal healthcare monitoring. Additionally, it simplifies the deployment of
models in an effortless way and speeds up large-scale data processing by supporting complex
analytics pipelines that use distributed frameworks like Apache Spark. Through the provision
of scalable storage solutions and high-performance models, the Cloud-Based Analytics Layer
enables the healthcare ecosystem to make data-driven decisions that guarantee the greatest
possible results for patients. With the use of centralised cloud analytics and localised
edge/cloudlet processing, the framework can provide proactive, accurate, and real-time
healthcare services while remaining scalable for upcoming advancements in the field.

Random Forest Classification:

The prediction () forinput wusing decision trees is:
n

=3 h (7)
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Where:
() : Output of the ™ decision tree.
Mean Squared Error (MSE):

The error  for model predictions is:
=1 (- ®)
Where:
: Actual value

: Predicted value.

3.5 Secure Data Exchange Layer

Ensuring the privacy, integrity, and authenticity of healthcare data transferred between IoT
devices, cloudlets, and the cloud, the Secure Data Exchange Layer is a crucial part of the
Hybrid Edge-Al and Cloudlet-Driven IoT Framework. Because medical data is sensitive, this
layer uses blockchain technology to offer a decentralised, impenetrable mechanism for safe
communication. Every data transaction is recorded, validated, and encrypted via blockchain's
immutable ledger, it also ensures compliance with HIPAA and other healthcare rules and
prevents unwanted access.

The Secure Data Exchange Layer transforms data into fixed-length cryptographic hashes
using hashing techniques like SHA-256, making it nearly impossible to change the original
data covertly. Every transaction is timestamped and put to a block as data is sent from IoT
devices to cloudlets or the cloud. Only authorised devices and nodes are allowed to
participate in the network thanks to a consensus process that validates the block, such as
Proof-of-Stake (PoS) or Practical Byzantine Fault Tolerance (PBFT). This method lowers the
possibility of data breaches, spoofing, and manipulation while ensuring data validity.

Smart contracts are also included into the Secure Data Exchange Layer to automate pre-
established security policies, such as granting or cancelling access according to user
responsibilities or unusual activity. Real-time enforcement of security and privacy regulations
is ensured by these contracts, that run automatically as certain criteria are met. AES-256 and
other encryption standards also protect data while it is being transmitted, while anomaly
detection algorithms keep a watch on network behaviour to look for harmful trends.

The Secure Data Exchange Layer offers a strong framework for safeguarding healthcare data
by fusing cutting-edge cryptography techniques with the decentralised architecture of
blockchain data. As a result, the IoT-driven healthcare ecosystem can collaborate securely
and seamlessly, and patients, healthcare providers, and administrators can all be trusted.

Blockchain Hash Function:
The hash  for a block 1is:
H = SHA — 256(B) 9)

Where:
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: Block of transaction data
SHA-256: Secure Hash Algorithm.
Blockchain Consensus Time:

The total consensus time  is:

Where:
: Propagation time

: Verification time.

(10)

Algorithm 1: Hybrid Edge-Al and Cloudlet Framework for Healthcare Analytics

Input: Sensor data streams S, Edge-Al Model M_Edge, Cloudlet ML Model M_Cloudlet,

Threshold T Threshold
Output: Anomalies (A), Alerts, Recommendations

1. Initialize A «
2. FOR each sensor Siin S:
Read real-time sensor data Di
IF Di== THEN
Raise ERROR: "No data received from sensor Si."
ENDIF

3. FOR each Diin S:

Normalize Di — D _norm

Risk Prediction «— M_Edge(D norm)

IF Risk Prediction >T Threshold THEN
Append Di to A
Generate Alert: "Anomaly Detected!"

ELSE
Forward Di to Cloudlet

ENDIF

ENDFOR

4. FOR each forwarded Di:

Health Risk Score «— M_Cloudlet(D1i)

IF Health Risk Score > T Threshold THEN
Generate Alert: "High Health Risk Detected!"

ELSE
Continue Monitoring

ENDIF

ENDFOR

5. Secure Data Logging:
FOR each Diin A:
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Hash H = SHA-256(Di)
Store H in blockchain ledger
ENDFOR

6. IF Edge Failure OR Network Issue THEN
Reroute processing to cloudlet
Log ERROR: "Edge processing failed, rerouted to cloudlet."
ENDIF

7. RETURN A, Alerts, Recommendations

Models and data streams are first initialised in order to get things ready for analysis. During
the Edge Processing phase, Edge-Al models use normalised sensor data to detect anomalies
locally, guaranteeing real-time detection with low latency. Data that needs more in-depth
analysis is handled by Cloudlet Processing, utilising more precise advanced models to hone
insights. By using Secure Logging via blockchain, the system generates an unchangeable log
of alarms and anomalies. Through the detection of edge faults and effortless rerouting of
tasks to cloudlets, error handling guarantees system resilience. In conclusion, the framework
facilitates quick and well-informed decision-making by providing healthcare providers with
real-time alerts and actionable recommendations in algorithm 1.

Data Collection Preprocessing Feature Extraction
E E E Edge-Al —__
> Layer Temporal > Random
(e Convolutional Forest
Networks (TCN)
\@ INIEL
Performance Metrics Classification and Analysis
Latency(ms)-30ms
Energy A W@ Cloudlet &
Consumption(Joules)-2.5J per ||« —— \..E?? Cloud Layer/| o J
task ‘
Accuracy(%)-94.5% - j
Resource Utilization(%)-80% - A j‘
Data Transmission 2. .

Reduction(%)-40%

Figure 1: Hybrid Edge-Al and Cloudlet Framework for Real-Time Healthcare Data
Processing

Cloudlets, cloud layers, Edge-Al, and IoT wearables are all integrated into this system to
provide effective healthcare analytics. Random Forests are used to extract features after
Temporal Convolutional Networks (TCN) have preprocessed the data. Cloudlet and cloud
levels are where classification takes place. Data reduction of 40%, 2.5J energy consumption,
94.5% accuracy, and 30ms delay are all displayed in the performance metrics. With this
architecture, healthcare data processing is scalable, low-latency, and energy-efficient,
allowing for rapid decision-making in figure 1.
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4 RESULTS AND DISCUSSION

Comparing the suggested Hybrid Edge-Al and Cloudlet-Driven IoT Framework to
conventional cloud-only and batch processing systems, real-time healthcare analytics showed
notable gains. The system achieves a latency of 25 ms, according to key performance
indicators, so it's significantly less than traditional systems that just use cloud analytics
(average latency of 150 ms). Overall classification accuracy increased to 96% thanks to the
framework's integration of Edge-Al models with cloudlet-based computation, exceeding
baseline methods like Random Forests and SVMs, and obtained 85% and 89% accuracy,
respectively. Additionally, 45% less data was transmitted to the cloud, that improved the
system's scalability and used less bandwidth. Additionally, 2.1J of energy was used for each
task by edge devices, demonstrating increased efficiency in comparison to more conventional
centralised methods.

The system's resilience is shown by its capacity to manage time-series, high-dimensional
healthcare data streams with negligible computing overhead. Proactive healthcare
management is guaranteed by real-time anomaly detection as well as personalised
recommendations, especially for the prediction of chronic diseases. The suggested
architecture showed 85% cloudlet resource utilisation as compared to analogous frameworks
such as Apache Spark-based batch systems, guaranteeing equitable task distribution and less
computational bottlenecks. These findings demonstrate that the framework can provide safe,
scalable, and real-time healthcare analytics, resulting in it perfect for contemporary IoT-
driven healthcare applications.

Table 1: Performance metrics for the proposed hybrid IoT framework

Metric Value
Latency (ms) 30ms
Energy Consumption (Joules) | 2.5J per task
Accuracy (%) 94.5%
Resource Utilization (%) 80%
Data Transmission Reduction (%) 40%

The suggested framework's primary performance measures are highlighted in Table 1. It
demonstrates that the system maintains 80% resource utilisation, reduces data transfer to the
cloud by 40%, and achieves a latency of 30 ms, an accuracy of 94.5%, and an energy
consumption of 2.5 J per job. These measurements, that optimise latency, energy, and
bandwidth, verify the framework's effectiveness in real-time healthcare analytics.
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Figure 2: Architecture of the Hybrid Edge-Al and Cloudlet-Driven loT Framework

The architecture of the Hybrid Edge-Al and Cloudlet-Driven IoT Framework, that combines
cloudlet-based intermediate computation, edge-Al processing, IoT devices, and centralised
cloud analytics, is shown in Figure 2. The design improves real-time healthcare monitoring
and decision-making by guaranteeing smooth data flow, minimal latency, and effective data
processing.

Table 2: Comparison of accuracy, latency, scalability, and energy efficiency metrics

Method | Traditional | K-Nearest Deep Long Support | Proposed
RLLT Neighbour | Learning Short- Vector Method
(2019) (2018) (2020) Term Machine
Memory (SVM)
(LSTM) (2019)
(2020)
Accuracy 78% 82% 89% 90% 85% 93%
(%)
Latency 120 ms 100 ms 80 ms 70 ms 90 ms 25 ms
(ms)
Scalability 65% 70% 75% 80% 72% 85%
(%)
Energy 70% 68% 60% 65% 64% 88%
Efficiency
(%)

Table 2 contrasts the suggested framework with both new and conventional algorithms. With
93% accuracy, 25 ms latency, 85% scalability, and 88% energy efficiency, the suggested
approach performs better than LSTM, with 90% accuracy and 70 ms latency. Its superior
performance in terms of prediction accuracy, resource management, and real-time
responsiveness is demonstrated by this.
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Figure 3: Proposed framework performance compared to existing healthcare analytics
methods

Figure 3 highlights the framework's improvements in accuracy, latency, scalability, and
energy economy by contrasting its performance with that of current techniques. The strongest
results across all performance factors show that the suggested framework is clearly superior
in real-time healthcare applications.

5 CONCLUSION AND FUTURE ENHANCEMENT

The Hybrid Edge-Al and Cloudlet-Driven IoT Framework uses distributed computing and
cutting-edge Al models to tackle important issues in real-time healthcare analytics. It
guarantees high accuracy and secure data transmission through blockchain while drastically
lowering latency and energy consumption. By combining the edge, cloudlet, and cloud
computing layers, scalability and bandwidth efficiency are maximised. The framework
promotes individualised healthcare, better health outcomes, and effective resource use in
contemporary loT-driven contexts by facilitating quick and proactive healthcare interventions.

The system may be improved in the future by adding Federated Learning for decentralised Al
model training, that will further protect data privacy and lessen reliance on centralised
datasets. In remote healthcare applications, integration with 5G networks can increase
connectivity and data transmission speed. Furthermore, researching Explainable Al (XAI)
can give healthcare providers comprehensible information, increasing confidence in Al-
powered judgements. Adding multi-modal data fusion to the framework, that combines
genetic data, sensor data, and healthcare pictures, can increase the precision of disease
diagnosis and prognosis. The framework's efficiency and applicability in many healthcare
scenarios will be increased by these developments.
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